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Information for diagnosis and prognosis
Alan O'Rourke
Introduction:

In this briefing, we will explore the use of clinical information to support the processes of reaching a diagnosis (naming a specific pathological  process which is causing the patient’s “illness”) and giving a prognosis (predicting how the disease will evolve and the chances of recovery).

History, examination and investigation.

The “traditional” tools of  diagnosis are to take a history from the patient and then to perform a physical examination. In their current form, these techniques however only date from the eighteenth century, when the clinico-pathological school of medicine began to link certain symptoms and signs in life with post-mortem examination of the body. So,  tenderness on prodding the patient’s belly, with spasm of the overlying muscles and reduced bowel sounds became signs of infection in the peritoneal membranes lining the abdominal cavities. 

The history should begin by asking the patient to explain what is wrong in their own words, although what gets recorded is often a summary in medical jargon (so, “a pain down this side of my chest, and it’s worse when I cough or take depth breaths” becomes “® sided pleuritic chest pain.”). The clinician the elicits as much information as they can by a mixture of open and closed questions: for any pain, they will want to record the patient’s description of its nature, but will also specifically want to know if any activities relieve or exacerbate it. For some illnesses, such a brief history and inspection of the offending part of the body may provide a working diagnosis and a plan of action, but it its fullest form the history moves on to cover each physiological systems (respiratory, digestive etc) in detail; significant earlier illnesses; use of medicinal drugs and allergies; smoking and drinking habits; social circumstances, familial and possibly hereditary illnesses; and occupation. In some case, a detailed enquiry about the patient’s sexual adventures, overseas travel or pet animals may also be indicated. 

Examination begins with the physiological system where the main pathology appears to reside, but should cover all systems. For each one, there are four main stages:

· Observation: for colour, temperature, deformity etc.

· Palpation: feeling for masses, swellings, tenderness

· Percussion: sounding out the body cavities by tapping one finger against bony prominences or another finger laid on the surface of the body

· Auscultation: listening with a stethoscope.

Physical examination may also include a few tests performed with bedside equipment, such as recording blood pressure, testing a sample of urine with chemical reagent strips or inspecting the retinae of the patient’s eyes with a device that includes a small torch and a lens system

After this, the clinician should review his findings and attempt to synthesise the positive observations to produce a diagnosis, in terms of what the underlying pathology is. However, as we have already mentioned, clinical care is not an exact science. There are a few conditions which are “pathognomic:” a collection of signs and symptoms can mean one, and only one disease. The commonest example of this is probably dermatology (skin diseases), where, if you will pardon the pun, “spot” diagnoses are common: if a rash has large silvery, flaking bits of skin and looks like psoriasis, then it probably is! If you happen to see small lesion, like grains of salt inside the feverish child’s mouth, you can confidently predict that in a few days, they will develop the features of measles.  However, many other signs and symptoms are not specific, but can indicate a number of pathologies, and in many cases the best that the clinician can come up with is a “differential diagnosis,” a list of possible explanations, maybe in order of severity or likelihood.

In the last half century, however, most clinicians have been able to go one further by requesting various special tests: cultures of just about any bodily fluid to look for infective micro-organisms; x-rays, ultrasounds, computerised-tomograms (CT scans), nuclear magnetic resonance (NMR) scans; traces of electrical activity on the heart or nervous system; chemical or microscope analysis of samples of tissue. The selection of such special tests should of course be fully informed by the conclusions of the history and examination, with the object of confirming or excluding specific pathologies. There is however a depressing modern trend to embark on batteries of tests, either as fishing expeditions (“let’s send him for a chest x-ray, and see if anything turns up!”), or as defensive medicine (“If anything ever went wrong, it would be good to have a CT report for the lawyers.”)

Weighing evidence: sensitivity and specificity

History, examination and special investigations do share one characteristic. If the pathology is a criminal, invading the patient’s body, they all generate pieces of evidence which can be used to identify the guilty party. But, rarely is there a neat one-to-one match between evidence and suspect. Many positive findings, chest pain, swollen joints, raised white cell counts in a blood sample, can have multiple causes.  Some illnesses are also not considerate enough to read the text books and present  in odd and atypical ways: a good rule here is a that when presented with odd collections of signs and symptoms, think of  common illnesses presenting in an unusual way, rather than something very exotic.

Two common concepts you will see used in applying the results of diagnostic tests are sensitivity and specificity. Although these are often used for special investigations, such as how precise analysis of gases dissolved in a sample of arterial blood is in deciding whether the patient has suffered a blood clot on the lung, they can be used for findings of physical examination (how likely is a seven year old child with tenderness in specific parts of the abdomen to have appendicitis?) or positive symptoms (how does reporting blurred vision affect the probability that a patient with urinary incontinence has multiple sclerosis?) Sensitivity and specificity are like two sides of a coin, and although the ideal diagnostic criteria would score highly for both, in practice as you make a test more sensitive it becomes less specific and vice versa:

Sensitivity is the proportion of patients in a population who do  have the disease and show a positive test (i.e. true positives). 

Specificity describes the proportion of people without the disease who show a negative test (i.e. true negatives).

The ideal test would have only these two categories: it would divide your patients entirely into the sheep and the goats.  Such diagnostic accuracy is however only usually found on the mortuary slab: "pathologists know everything, but it's a bit late."  Most of the investigations we use clinically, are less black and white.  Many laboratory tests have a calculated "normal range," but this is statistical:  some people with tests within the normal range have disordered metabolism; some outside the range are perfectly well. So, any test will actually have four possible outcomes:

	
	Diseased
	Healthy 

	Test comes back positive or abnormal
	a (true positives: disease properly identified)
	b (false positives: mis-diagnosed)

	Test comes back negative or normal
	c (false negative: missed diagnosis)
	d (true positive: disease properly excluded)


Sensitivity 
=

   a




________________





a + c

i.e. what proportion of the people who do have the disease does the test identify?

Specificity
=

   d




________________





d + b

i.e. what proportion of the people who do not have the disease does the test identify?

Most investigations show a play off between these two: as you make the test more sensitive, you will "catch" more people who are actually healthy;  as you make it more specific, you will let  more who have it slip through as okay.  The balance of these two depends on various factors like:

· How serious is a missed diagnosis?  Will the disease just present a bit later or be more inconvenient, or do we miss narrow windows of opportunity to offer effective treatment.  Malignant disease, if missed by screening while asymptomatic may only present clinically when too advanced for curative interventions.

· How expensive is a mis-diagnosis? Will the health service waste resources sorting out which test positive patients really do have the disease, and will some of these extra tests (e.g. surgical biopsy) be unpleasant or dangerous for the patients?

For library and information scientists, there is a parallel with running a literature search.  Here the gold standard is the "perfect" set of all the appropriate references, but no irrelevant papers. In practice, your search strategy, however good, will miss some papers but retrieve some that are not appropriate. Here, recall describes how good your search is at locating the papers you want (analogous to sensitivity) and precision describes how good it is at excluding the irrelevant (analogous to specificity). Evidence-based practitioners have devised two "rules of thumb" for applying diagnostic tests, SnNout and SpPin, which despite the names have nothing to do with pigs playing cricket:

SnNout when a sign/test has a high Sensitivity, a Negative result rules out the diagnosis; 

SpPin when a sign/test has a high Specificity, a Positive result rules in the diagnosis.

Sensitivity and specificity are widely used and quoted, but there are some rather more refined tools, you may also see mentioned such as:

Predictive value: this relates the sensitivity and specificity to how common the condition being tested is in the population in question.

Likelihood ratio: a calculation using the sensitivity and specificity of various  tests to determine which is the better for either ruling in or ruling out a disease.

Receiver Operator Characteristic (ROC) Curves: these are graphical means of relating sensitivity and false positive rates.

Bayesian statistics: this uses probabilities to describe how a new piece of information can alter, or reinforce an existing position. Some observers feel that clinicians are “natural Bayesians” because they will have an initial view about how likely a patient is to have a specific condition (based on their knowledge of how prevalent that condition is and how typical the patient’s symptoms are). When the results of a test come back they may either support that position (thus increasing the probability that the patient has the condition originally suspected), or challenge it (thus reducing that probability) (Spiegelhalter et al 1999).

Prognosis

A good working definition of prognosis is the MeSH scope note: prediction of the probable outcome of a disease based on a individual's condition and the usual course of the disease as seen in similar situations. It can attempt to answer questions about both likelihood (of cure, recovery, complications and recurrence) and time scales (survival, length of stay).

If telling someone what is wrong with them right now is an imprecise art, fraught with problems, then making predictions about how their illness will progress in the future is even harder. For complex illnesses, earlier physicians regarded this as close to divination, falling back on techniques like astrology. However, in the days when most medical problems were acute illnesses or trauma, prognosis was often a simple dichotomy of likely to die quickly (suppurating lymph glands, coughing blood, extending gangrene) and likely to live (good pulse, prompt response to purging, sanguine personality). Modern healthcare however spends more time on chronic illnesses, which cannot be cured. The patients may now live for many years, with various disabilities, and suffer various complications as the illness evolves. Although prognosis now has a scientific basis, like financial forecasts, it depends on actuarial rather than individual calculations. When settling life insurance premiums and annuity rates, economists essentially ask questions like:

· How long on average can we expect an individual with these habits and medial history to live?

· What will they die off?

· What sort of disabilities will they suffer?

Similarly, prognostic information comes from watching cohorts of patients, or using historical data, to look at survival and the incidence of complications in groups of patients with a common diagnosis. Cohort studies however may take years if not decades to reach completion, and historical control groups have problems in terms of data accuracy, and the impact of modern treatments. Until the isolation of injectable insulin in the 1920’s, the prognosis for an early onset diabetic was not much better than that given by the Greek trained physician Aretaeus  in the second century AD:

Diabetes is a wonderful affliction, not very common among men, being a melting down of flesh and limbs into urine. The patients never stop making water. Life is short, unpleasant and painful, thirst unquenchable, drinking excessive.

Now such patients can live for decades, but compared to non-diabetics of the same age, if they develop heart disease, they have a much poorer prognosis and they run high risks of blindness, kidney disease and lower limb amputation as complications of the diabetes. Depending on factors like age, quality of blood sugar control and smoking habits, we can make intelligent predictions about how likely such events are. Similarly, depending on severity of symptoms and certain investigations, there are grades of heart failure, the worst of which have a prognosis for survival no better than some grim cancers.

Prognosis is essentially about probability: it can tell us what will happen to a group of patients or the “average” patient, but not any one individual. Most clinicians will also have cases where the  patients did not do as expected: the “very good prognosis” who deteriorates and dies in weeks; the appalling prognosis who is still attending clinic ten years later.

Cancer care has one of the best developed systems of prognosis. Partly this is because the illnesses tend to be well documented through the Cancer Registry system; partly because the end points (death and recurrence) tend to be precise; partly because much research in clinical trials focuses on such parameters, because in comparing treatment regimens, small gains in survival and remission can still be clinically very significant. Cancer researchers have also developed more refined statistics, such as Kaplan-Meier survival curves and logical regression modelling (Ohno-Machado, 2001) to model events which may not happen for many years in a study, such as late deaths, or “censored” data, where patients are lost to follow up before the study reaches its conclusion and their ultimate fate is unknown However, even in this speciality, prognosis is still essentially actuarial, and a patient may either be given information as “median survival” or five year survival rates, the later often used in preference to cure rate:

· A median survival of six months means that in a group of cancer patients, in six months half will be dead, half still alive, but for an individual, we may not know which half they will be in.

· A five year survival rate of 10% means that in a group of one hundred cancer patients, we can be fairly confident that in five years ten will still be alive, but we cannot say which ten

Information interlude: will he be okay when he grows up, doc?

Mrs Jackson has brought her two year old son to see Dr Cochrane.  He had a febrile convulsion (i.e. a short fit, occurring in a feverish illness) during an upper respiratory tract infection six months before, which she thought little of. But, he has now joined a playgroup.  One of the girls there  is a little older but  had a similar episode, now gets "funny turns and is being tested for fits.”  Mrs Jackson has a cousin with epilepsy. While Mrs J is getting Hugh undressed,  Dr. C has a quick look in two big books and discovers:

The natural history of simple febrile convulsions is benign. ( Waterston, T, Platt, M. Helms, P (1997) Paediatrics : understanding child health Oxford: Oxford University Press: p. 343)

And:

Although only a small percentage of children who have febrile convulsions will have epilepsy later in life, the prevalence of epilepsy is four fold in patients who have had  febrile convulsions compared to those who have not. (Robinson, M. Roberton, D (1998) Practical paediatrics Edinburgh : Churchill Livingstone)

What sort of clinical information needs does this consultation generate?

For Dr Cochrane, the first stage is to find out more about the febrile convulsion, such as a more detailed eye-witness account from Mrs Jackson, and details of any medical tests or examinations at the time. He needs to know about the child’s health since, and any delay in reaching the “developmental milestones,” of normal mental and emotional maturity. These are essentially part of reaching a diagnosis: “What are the pathologies which could cause this?” He then has to decide whether to leave well alone, or order any special tests to confirm or exclude possible diagnoses (increasingly, the use of protocols and guidelines will direct how such conditions should be managed, in terms of investigations or referrals to a specialist, rather than leaving them to Dr Cochrane’s “clinical freedom.”). He may want to proceed with a prognosis of how the convulsion may affect the child’s  health in the future, and since this may be in terms of how likely various complications are, he may need to devise methods of describing probabilities in layman’s terms. As we move into the era of the “patient-centred NHS,” however there may also be other questions about the future, and wider than the usual clinical prognosis, from the family, about issues like employment, engaging in sport, getting insurance, being able to drive, or for the parents, whether this means other children are at risk of developing the same condition. They may also have practical issues like when to use cooling techniques like tepid sponging, can their child go swimming safely, do they need stronger sun protection, should they carry paracetamol tablets. We will come back to some of these issues in patient values net week.

Future developments

In the future, we can expect to see prognosis further refined by the development of software packages which can handle all the factors which can influence survival. This will enable clinicians to give more tailored predictions (but they will still be estimates, albeit more confident ones) of how long a patient may expect to survive, not how long they actually will. One idea here is to use neural networks, with various inputs (mostly biological variables); coefficients called “weights” according to the relative importance of each; decision nodes; and anticipated outcomes. Such neural networks have been used as diagnostic support tools for over twenty years, but only recently have researchers started using them for prognosis in areas like predicting length of stay in ITUs and survival after surgery for lung cancer (Ohno-Machado, 2001).
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